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ABSTRACT 
A three-dimensional, two-phase computational model for simulating boiling-enhanced mixed convection 
in free-surface flows is presented. The associated constitutive models for the thermophysical and transport 
properties are described. A computational model incorporating the discrete-element analysis was used to 
simulate the multi-dimensional, two-phase flow around a heated chip in a test tank filled with Freon-(R113). 
Two and three-dimensional simulations of both natural convection and nucleate boiling heat transfer 
regimes are presented. The velocity field, the temperature distribution, and the vapour concentration profiles 
are evaluated and discussed. The simulated heat fluxes are compared with the available experimental data. 
While the heat fluxes from the two-dimensional simulation agree with the fluxes calculated for the 
three-dimensional case, the flow in the tank is essentially three-dimensional. The results show that there 
are secondary flows which cannot be captured by a two-dimensional model. The heat flux in the boiling 
heat transfer regime is only about ten times larger than that in the natural convection regime due to the 
small vapour concentration in tank. 

KEY WORDS Discrete element method ICEMER code Simulated heat fluxes Natural convection 

INTRODUCTION 

Analysis of boiling heat transfer is important because of its numerous industrial applications. 
Extensive reviews of the earlier and recent developments were provided by Tong1, Bergles 
et al.2,3, Kays and Perkins4, Rohsenow and Hartnett5, Grigull6, Van Stralen and Cole7 and 
Collier8. Recent developments in the area of computational fluid mechanics have provided several 
computational models for analyzing complex flows. Reviews of some of the available codes were 
given by Johnson9, Chow10 and Anderson et al.11. In here, only features of some of the earlier 
work directly relevant to the present study are described. 

Developing a computational scheme for analysing time dependent viscous flows with a free 
surface was initiated by Harlow and Welch12. Further developments were carried out by Hirt 
and Shannon13, Nichols and Hirt14 and Spraggs and Street15 who have considered 
three-dimensional flow regions. In their scheme, the successive overrelaxation method is used 
to solve the Poisson equation for the pressure at every time step. Tatom and Smith16 developed 
a computational algorithm using the non-staggered finite difference method which calculates all 
flow variables at the same computational point of the unequally spaced grid system. They used 
orthogonal curvilinear coordinates and the Boussinesq approximation in their formulation. A 
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transient three-dimensional computational model, which utilizes the staggered-mesh space-
differencing scheme similar to the MAC (marker and cell) method, was developed by Sicilian 
and Hirt17. A timewise explicit numerical integration scheme was used in the computational 
model, and the pressure distribution on the free surface and in the flow region was calculated 
by an iterative procedure at every time step. 

The TEACH code has been used extensively in industrial applications. A review of the historical 
development as well as a new advanced version of the TEACH code was described by Lilley 
and Rhode18. The solution procedure involves an implicit line-by-line relaxation technique and 
requires the inversion of a tridiagonal matrix for updating the variables. The pressure is evaluated 
from the iterative solution of the corresponding Poisson equation. The computational schemes 
of the recent commercially available FLUENT and PHOENIC codes are similar to the TEACH 
code. Extensive applications of the PHOENIC code were described in Reference 19. 

The spectral computational method has been used recently for direct simulation of turbulence 
by Moin and Kim20, among others. Recently, Karniadakis21 used the spectral method for 
simulating the transient forced convection heat transfer for a two-dimensional flow around a 
cylinder in an unbounded domain for Reynolds numbers up to 200. Although the spectral 
method appears to be a promising technique, its applications have been limited to low Reynolds 
number flows. 

Eraslan et al.22 developed a computer code (FLOWER) for simulating transient three-
dimensional flow problems in complex geometries of coastal regions. The computational 
algorithm is based on the discrete-element method (DEM) developed by Eraslan23, Eraslan and 
Tov24 and Eraslan25. It also uses the timewise explicit, composite, multi-time step method. The 
computational algorithm of the FLOWER code utilizes the two horizontal components of the 
momentum equation for evaluating the horizontal components of velocity. The vertical 
component of velocity is obtained by algebraically integrating the discretized form of the 
conservation of mass equation along the vertical direction. The pressure is evaluated from the 
vertical component of the momentum equation. Therefore, the algorithm avoids the solution of 
the computationally intensive Poisson equation for pressure. 

In this study, the formulation of a transient, two-phase, multi-dimensional computational 
code (ICEMER) is described. The computational model, which is based on the FLOWER code 
and utilizes the DEM, is capable of analysing two- and three-dimensional two-phase 
(liquid-vapour) free-surface flows in complex regions with heat and mass transfer. The developed 
model is used to simulate the flow field and the temperature and vapour concentration profiles 
in a test tank with a vertical heater under natural convection and nucleate boiling conditions. 
Comparisons are made with the available experimental data. 

There were several reasons for studying the problem of convection in tank with a heated chip. 
First, it was a challenging and computationally demanding problem. The results were also of 
practical interest to the field of liquid cooled electronics. In addition, the experimental counter 
part study was available in the literature for comparison and test of accuracy. 

COMPUTATIONAL MODEL 
Governing equations 

The formulation of the computational model includes a general two-phase liquid-vapour 
mixture model. The average (mass) density of the mixture p is given as the sum of the mean 
density of the liquid phase pf and the mean density of the vapour phase pg: 

p = pf + pg (1) 
It should be emphasized that the mean density of a phase is defined as the mass of that phase 
per unit volume of the mixture. The concentrations (mass-fractions) of the two phases are defined 
as: 
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where Cg and Cf are the concentrations of the vapour and fluid phases, respectively. According 
to the definition of the mixture density, then, 

Cg + Cf = 1 (3) 
Note that, for the saturation temperature, Cg becomes identical to 'quality' which is commonly 
used in thermodynamics text books. However, the present formulation allows for the existence 
of liquid-gas mixtures away from saturation temperature, and hence, in principle, it is applicable 
to bubbly fluids and other two-phase flows. 

In a two-phase mixture, the mean velocities of the liquid and vapour are generally different. 
The mass average velocity for the mixture is defined as: 

The mean velocities of the liquid and the vapour may be restated as: 

where and are the diffusion velocities. Equations (4) and (5) imply that: 

that is, for a binary mixture, the vapour diffusion flux and the liquid diffusion flux are equal in 
magnitude and are opposite in direction. 

The statement of the mass conservation principle for the fluid phase in integral form is given as: 

Similarly, the mass conservation principle for the vapour phase is given by: 

where and denote the generation rates of the liquid and the vapour, respectively. Here (") 
indicates that an 'upwind-differencing' scheme in the discrete-element analysis must be used. 
Adding (7) and (8), the integral form of the equation of conservation of mass for the mixture 
follows: 

where it is assumed that the net mass generation rate is zero: 

The conservation principle for the vapour-mass fraction (concentration) may be obtained by 
substituting (2) and (5b) into (8). Thus, 

Here, Ċg is the rate of vapour-mass fraction generation and represents the vapour-mass 
(diffusion) flux defined as: 

The x-component of the momentum principle for the liquid-phase is: 
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and the x-component of the momentum principle for vapour-phase is: 

Here, is the x-component of the viscous stress of the liquid-phase, rcg,f,x is the x-component 
of body force acting on the liquid-phase, and rf/g,x is the x-component of the interaction force 
of the vapour-phase acting on the liquid-phase. When subscript f is replaced by g, similar 
definitions hold for the vapour phase. 

The total (mixture) pressure p is defined as the sum of the liquid and vapour pressures, i.e., 
p = pf + pg (15) 

The x-component of the viscous stress of the two-phase mixture acting on a surface in the 
flow may be considered as the sum of the viscous stresses of the liquid and the vapour phases, i.e., 

Similarly, the x-component of the mixture body force rcg,x is given as: 

rcg,x = rcg,f,x + rcg,g,x (17) 

Adding (13) and (14), and substituting (15)—(17) results in: 

where 

and 

are used. The y and z components of the momentum equation may be obtained in a similar 
fashion. 

The equation of conservation of energy for the mixture is given as: 
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where uT is the mixture internal energy per unit mass, ∆u*f/g is the latent heat of vaporization, 
and qT is the mixture heat diffusion vector which includes conduction in the liquid and the 
vapour phases as well as the energy fluxes due to mass diffusion. 

Computational DEM equations 
The DEM utilizes a novel composite-space-splitting (CSS) algorithm which considers four 

partly overlapping half-elements in the horizontal (x,y) plane for each element. Accordingly, 
two half-elements are used for evaluating the x and y components of velocity vector in each 
element in the layers as shown in Figure 1. 

The discretized equations for the x-component of velocity Vx;i±¼,j,l at the middle of the 
half-elements are obtained from the integral form of momentum principle as given by (18). 
Accordingly, 

Thus, for calculating Vx;i±¼,j,l, the six DEM operators corresponding to momentum convection, 
pressure force, momentum diffusion, vapour generation induced momentum, gravitational force 
and interaction force must be evaluated. The discretized equation for the y-component of velocity, 
Vy;i,j±¼,l is obtained in a similar fashion. Details may be found in References 22 and 26. 

The integral form of the conservation of mass principle, as given by (9), is used for obtaining 
the z-component of the velocity vector in the interior elements. The same equation is utilized 
in the surface layer for evaluating the elevation of the free surface. The discretized form of the 
mass conservation equation in the latter case is formally given as: 

where hi,j is the free surface elevation at the centre of the i,jth surface element. The various 
DEM operators are defined as noted before. 

The z-component of the integral form of the momentum principle is used to obtain the set of 
DEM equations for the pressure on the z-downstream enclosure surface (i,j,l—½) of the element 
(i,j,l): 

The terms on the righthand side of (24) are the discrete-element operators for time variation, 
momentum convection, momentum diffusion, vapour generation, gravitational force, and 
interaction force for the z-component velocity vector. 

The integral form of thermal-energy conservation principle as given by (21) is used to obtain 
the set of DEM equations for evaluating the temperature Ti,j,l in element (i,j,l): 

The four DEM operators on the righthand side of (25) correspond to convection, diffusion, 
phase transformation and interaction energy supply. Similarly, (11) is used for obtaining the 
DEM equation for the vapour mass fraction Cg;i,j,l in the element (i,j,l), that is, 

The explicit expressions for the various DEM operators corresponding to convection, diffusion, 
phase transformation, interaction etc. may be found in Reference 26. 
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Figure 1 Simple-element composite-space-splitting (CSS) algorithm of DEA. (a) Computation and interpolation in 
(x,y) plane; (b) half elements for calculations of x- and y-components of velocity. O, Computation locations for hi,j, 
Ti,j,l Pi,l-½, Vs,i,j,l+½; ►, computation locations for Vx,i±1/4j,l; ▲, computation locations for Vx,i±¼,j,l; ●, 
interpolation (linear and upwind) locations 

Phase-transformation model 
The rate of vapour generation is calculted by a linear phase-transformation model which 

explicitly allows for non-equilibrium evaporation or condensation: 
Ċg = Rf/gCf - Rg/f Cg= Rf/g(1 - Cg)- Rg/f Cg (27) 

where Rf/g and Rg/f represent phase-transformation rates for liquid to gas and for gas to liquid, 
respectively. Note that vapour is generated only in the temperature range between Tf and Tg. 
Beyond this temperature range, the rate of vapour generation is zero, i.e., 

http://1j.ii
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for T < Tf: Cg=0 and Ċg = 0 (28a) 
for T > Tg: Cg=1 and Ċg = 0 (28b) 

In the temperature range (Tf < T < Tg), liquid-vapour phase transformation rates are 
formulated according to modified Arrhenius expressions: 

Rf/g = Df/g[(T - Tf)/(Tg-Tf)]df/g·exp{Ef/g[(T- Tf)/(Tg- Tf)]ef/g} (29a) 
Rg/f = Dg/f[(Tg - T)/(Tg - Tf)]dg/f·exp{Eglf[(Tg - T)/(Tg- Tf)]eg/f} (29b) 

where coefficients, Df/g, Ef/g, and Dg/f, Eg/f, and powers of temperature-dependent terms, df/g, 
ef/g, and dg/f, eg/f, are constants associated with phase transformation characteristics of the fluid. 
The values of parameters for Freon-(R113) were described26, where it was shown that the phase 
transformation model given by (29) is consistent with the experimentally observed hysteresis 
variation during phase change. 

Special features of the ICEMER code 
A detailed description of the ICEMER code was provided by Elrais26. Therefore, only few 

important features of the ICEMER code are listed in here. The ICEMER code is an advanced 
version of the FLOWER code developed earlier by Eraslan et al.22. The computational code is 
based on the discrete-element method (DEM) and includes the following special features: 

(1) the computational algorithm has the capability of simulating transient two-phase 
(liquid-vapour), multidimensional free-surface flow problems in regions with complex 
boundaries; 

(2) the computational algorithm considers the effects of variations of thermophysical and 
transport properties with temperature, pressure and vapour concentration; 

(3) the mathematical formulation does not include the restrictive hydrostatic pressure 
assumption or the rigid-lid approximation used in many of the existing codes16,27-29. The 
discrete element formulation considers all the terms associated with the vertical momentum 
transport equation; 

(4) the special mathematical formulation of the ICEMER code, like the FLOWER code, allows 
for its application in reduced two- or one-dimensional forms without requiring any modification 
in the general structure of the computer code; 

(5) special computational features include the geometrically accurate composite space splitting 
(CSS) discretization algorithm of the DEM, and the composite time splitting (CTS) explicit 
integration algorithm. The numerical integration of the convective transport terms is formulated 
as a single time step, two level algorithm, with second order directional transportive upwind 
interpolation (DTUI), which minimizes the numerical dispersion effects (including artificial 
viscosity) and guarantees stability. The numerical integration of the non-convective transport 
terms is formulated as a two time step, three time level algorithm which guarantees the stability 
of the solutions. The maximum allowable time step of numerical integration satisfies the CFL 
criterion. The computational model, generally, requires less CPU time than other three-
dimensional models13-15,27-29. Also, its timewise explicit numerical integration algorithm can 
include the effects of surface gravity waves. 

SIMULATIONS OF NATURAL CONVECTION AND BOILING HEAT 
TRANSFER FLOW REGIMES 

Park and Bergles30 experimentally studied natural convection and boiling heat transfer conditions 
in a test tank with a heated microchip as shown in Figure 2. Their experiments were performed 
in an insulated covered tank with a cross-section of 273 mm x 127 mm and a 152 mm height. A 
60 mm x 5.6 mm heater was mounted on a substrate 60 mm below the free surface and 60 mm 
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from the side of the tank. The working fluid was Freon-(R113) (trichlorotrifluoroethane). 
Freon-(R113) was selected because its properties are similar to those of dielectric liquids 
commonly used for immersion cooling of microelectronic components. 

The ICEMER code was used to calculate the flow and thermal conditions in the test tank of 
Park and Bergles. The boundary conditions were selected to simulate the conditions of the 
experimental studies as closely as possible. The heater temperature was assumed to be uniform 
due to the small size of the heater. The space above the Freon-(R113) surface was taken to be 
at atmospheric pressure. The walls of the tank were considered to be insulated and impermeable. 

The boundary condition used in the simulation for the upper surface in the simulation is quite 
different from the experimental condition of Park and Bergels. In the experiment, the tank was 
closed and vapour could communicate with the surrounding only through a reflux condenser. 
As noted before, the ICEMER computational code is for free surface flows. Thus, free surface 
condition had to be prescribed at the upper surface. Here, a simple convective boundary condition 
for the heat flux at the free surface was assumed, i.e., 

qh= hc(Tenv - Tliq) (30) 
where Tenv is the room temperature (25°C), Tliq is the temperature of the liquid at the free surface, 
and hc is the free surface convective heat transfer coefficient (10.04J/m2.K31. Similarly, the 
boundary condition for the vapour mass flux at the free surface of the tank in the boiling heat 
transfer regime was defined by: 

qc = Kc(Cenv- Cg) (31) 
where Kc is the mass transfer coefficient of vapour into air (0.12 x 10 -2 m/s31, Cenv is the ambient 
vapour concentration (assumed negligible), and Cg is the vapour concentration at the free surface 
of the tank. The initial vapour concentration inside the tank at the start of the numerical 
simulations was set to zero. 

The flow field, the temperature profiles and the vapour concentration contours were evaluated 
for both natural convection and boiling heat transfer regimes. The results for the steady state 
regime are presented in graphical form and discussed in the following sections. 

Two-dimensional simulations 
The two-dimensional simulations were carried out in a tank model with a 60 mm axial length 

and a 152 mm height. The heater was located 60 mm below the free surface. A staggered grid 
with eight elements in the horizontal and vertical directions as shown in Figure 3 was used. The 
location of heater is also shown in this Figure. The initial liquid temperature was 25°C in the 
natural convection simulations. The boiling heat transfer simulations were completed under 
saturated boiling conditions with an initial temperature of 46.8°C, which was 0.3°C above the 
saturation temperature. All results are shown for a heater temperature of 70°C. 

The velocity vector plots in the natural convection and boiling heat transfer regimes are shown 
in Figure 4. The abscissa in this Figure is the distance from the heater. The plot shows an upward 
flow near the heater due to the generation of convective currents by the high temperatures in 
the vicinity of the heater. The velocity decreases gradually as the flow approaches the free surface 
of the tank. The flow then moves in a clockwise direction leading to a rather large region of 
circulating flow in the tank. For the boiling condition, the upward flow near the heater is 
stronger than the upward flow in the natural convection heat transfer case. This stronger flow 
can be attributed to the buoyancy induced by the formation of vapour during boiling. In this 
case, the circulation zone formed by the convective currents and the vapour buoyancy effects 
spreads over the entire tank and forms a large steady vortex. 

Constant temperature contours in the natural convection and boiling heat transfer regimes 
are shown in Figure 5. For the natural convection case, the isotherms indicate 0.02, 0.05, 0.1, 
0.15 and 0.18°C temperatures above the saturation temperature of the Freon-(R113) which is 
46.5°C. The isotherm pattern reflects the expected heat convection effects. The Freon-(R113) 
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temperature rises in a thin layer with a very steep gradient hear the heater surface. The 
temperature is highest in the quadrant near the chip above the heater where flow moves upward 
toward the free surface. As the flow moves away from the chips near the free surface, the 
temperature decreases as shown in the Figure. 

The isotherms for the boiling heat transfer regime shown in Figure 5b indicate 0.25, 0.3, 0.35, 
0.4 and 0.5°C above the saturation temperature of the Freon-(R113). The temperature contours 
show a general increase of fluid temperature when compared to the natural convection regime 
for the same heater temperature. A somewhat higher temperature also appears near the free 
surface of the test tank due to a continuous upward migration of vapour. The vortex circulation 
leads to higher temperatures throughout the tank. 
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Vapour concentration profiles in the tank in the boiling heat transfer regime are shown in 
Figure 6. The vapour formed around the heater tends to migrate upward leading to a higher 
vapour concentration near the free surface. The vapour concentration gradually decreases from 
the free surface toward the bottom of the tank. Comparison of the heat fluxes with experimental 
and empirical data for both natural convection and boiling heat transfer regimes are described 
in the subsequent section. 

Three-dimensional simulations 
A three-dimensional simulation of flow and thermal conditions in the tank was also conducted. 

A three-dimensional grid with fifteen elements in the x-direction, fifteen elements in the y-direction 
and twelve elements in the z-direction as shown in Figure 7 was used in the simulation. Detailed 
results for the boiling heat transfer condition are only presented in this section. Similar results 
including those for the natural convection heat transfer regime were described in Reference 26. 

Computer simulation results for the flow field in the (y, z) plane passing through the centre 
of the chip are shown in Figure 8a. The velocity vectors indicate relatively strong counter-rotating 
vortices on the sides of the chip. The circulation zones are spread over the entire width of the 
tank similar to the flow field shown in Figure 4 for the two-dimensional simulation. The circulation 
of the three-dimensional simulation, however, is stronger. Relatively high vertical velocities next 
to the chip and the side of the tank are noticed. 

The velocity vectors in the (x, z) plane (Figure 8b) also indicate strong upward flow near the 
chip. The flow to the right of the chip is vortical but a well formed vortex is not displayed by 
the vectors. Rather, with the exception of the free surface, a general movement of fluid toward 
the chip is indicated in this region. To the left of the chip, a small vortex can be seen near the 
free surface with a slow recirculating flow around it. 
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The general behaviour of the two phase flow pattern in the (x, y) plane containing the heater 
is displayed in Figure 8c. Flow toward the heater is apparent in this figure. Park and Bergles30 

have suggested that the regions of inward flow in the tank, such as those shown in Figure 8c, 
are generated by a circumferential flow pattern in which the lower density vapour-rich fluid 
migrates up to the free surface, leaving the incoming liquid-rich fluid to flow towards the heater. 
furthermore, the fluid velocity induced by the stream of vapour near the heat leads to an inherent 
'forced' convective component in the boiling process. Figure 8 also displays the three 
dimensionality of the flow in the tank, which the two-dimensional analysis cannot fully describe. 

The temperature distributions in the boiling heat transfer regime in the (y, z) and (x, z) planes 
are shown in Figure 9. The temperature contour pattern in both planes is approximately the 
same. The continuous migration of vapour towards the free surface along with the vortex system 
interactions inside the tank have substantial effects on the temperature distribution. The localized 
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effects of the three-dimensional vortices together with the horizontal and vertical temperature 
gradient interactions also lead to wavy isotherms and somewhat higher temperatures near the 
tank bottom and free surface in comparison with the two-dimensional temperature contours 
shown in Figure 5. 

Vapour concentrations in the (y, z), (x, z) and (x, y) planes are shown in Figure 10. Buoyancy 
driven vapour flow patterns from the heater towards the free surface of the tank are indicated 
in both the (x, z) and (y, z) planes. As noted before, the vapour is mainly formed around the 
heater and tends to migrate toward the free surface of the tank forming a region of relatively 
high vapour density. Circulation sweeps in vapour near the free surface back towards the bottom 
of the tank. Therefore, high vapour concentration occurs in the region near the free surface and 
decreases gradually towards the bottom of the tank. 

Figure 10a shows that although the vapour concentration near the heater is almost equal to the 
two-dimensional level shown in Figure 6, the vapour concentration distributions in the tank are 
different. This difference is attributed to the three-dimensional thermally induced convection 
caused by the presence of horizontal and vertical temperature gradients. Results for the vapour 
concentration in the (x, y) plane containing the heater are shown in Figure 10c. The value of 
the unlabelled contours in these-Figures are for a concentration of 0.01. High concentration of 
vapour occurs near the heater and decreases rapidly with the distance from the heater. The three 
dimensionality of the flow is apparent in the asymmetry of the contours. 

Boiling heat fluxes 
The variation of the average heat flux for the four elements of the heater in the boiling heat 

transfer regime with time is shown in Figure 11a. The heat flux, which is nearly the same for 
the four elements, increases rapidly to about 1.03 x 105w/m2 in about 0.5 sec. The heat flux 
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exhibits a rather complex pattern of fluctuations with an amplitude of about 2500 w/m2. The 
variation is possibly due to changing vortex circulation patterns following a thermal instability 
(non-uniform temperature distribution) in the flow region. 

The variation of the temperature of the mixture in the element next to the heater is displayed 
in Figure 11b. The variation of the vapour concentration with time in this element is shown in 
Figure 11c. Initially, there is an increase in the vapour concentration and temperature next to 
the heater until the buoyancy force presumably becomes substantial and a relative rapid upward 
flow is generated. Subsequently, the vapour concentration next to the heater drops sharply and 
almost reaches a steady state limit. The fluid temperature also undergoes sharp variations before 
approaching to a steady state value of 0.5°C above the saturation temperature. 

Comparison with data 
The heat fluxes from numerical calculations for both the natural convection and boiling heat 

transfer regimes were evaluated from: 



152 K. A. ELRAIS ET AL. 

When equals zero, (43) provides the heat flux due to natural convection. Numerical results 
for two-dimensional and three-dimensional simulations for different heater temperatures 
together with the experimental results of Ma and Bergles32 (the broken line) and Park and 
Bergels30 are shown in Figure 12. During their experiments, the steady-state temperature on the 
heater was measured for many different levels of heat flux. The heat flux data in Figure 12 are 
plotted vs. the temperature difference between the heater temperature and the liquid saturation 
temperature. The results in Figure 12 show that the numerical predictions of the two-dimensional 
and the three-dimensional simulations are in good agreement with experimental results. This 
agreement between the two- and three-dimensional simulations is consistent with the similar 
flow pattern calculated near the heater for these two cases. All the data show a rapid increase 
in heat flux with increasing heater temperature, typical of free convection and nucleate boiling. 
Heat fluxes in the boiling heat transfer regime are approximately an order of magnitude larger 
than the heat fluxes associated with the natural convection regime. This increase is also consistent 
with nucleate boiling where the effect of bubble formation leading to formation of jets and columns 
is not present. 
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CONCLUSIONS 
Based on the presented results the following conclusions may be drawn: 

(1) the simulated heat fluxes are in good agreement with the experimental data30,32 for both 
the natural convection and the boiling heat transfer regimes; 

(2) the heat fluxes in the boiling heat transfer regime are increased nearly tenfold over the 
heat fluxes in the natural convection regime; 

(3) the heat fluxes calculated for the two- and three-dimensional cases are in agreement in 
both the natural convection and boiling heat transfer regimes. The conditions inside the tank 
are different due to the three-dimensional thermally induced convection caused by the presence 
of horizontal and vertical temperature gradients; 

(4) relatively high vapour concentrations and temperatures were calculated near the heater 
and the free surface. These properties decrease gradually toward the bottom of the tank; 

(5) the computational model ICEMER code has the capability to simulate transient, 
three-dimensional and two-phase problems in complex geometries. 
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surface layer 

generalized 'upwind-differencing' 
averaged term 
time step number 
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